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ABSTRACT 
AIM: The aim of this paper is to provide an overview of artifi cial neural network (ANN) in biomedical domain 
and compare it with the logistic regression model. 
METHODS: Artifi cial neural network models and logistic regression models were created and compared using 
a sample of a modifi ed dataset adapted to the dataset from Framingham Heart Study. R statistical software 
package is used to create and compare the models. 
RESULTS: The results indicated that the ANN model is more accurate in classifying the dependent variable 
than the logistic regression model (84.4 % vs 82.9 %).
CONCLUSION: This paper has shown the effect of artifi cial neural network models in classifying the survival 
status (event or non-event) (Tab. 2, Fig. 4, Ref. 29). Text in PDF www.elis.sk.
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Introduction

Artifi cial neural network (ANN) models are gaining impor-
tance in the fi eld of the predictive modelling because of its capa-
bilities of modelling nonlinear relationships in a high-dimensional 
dataset. Artifi cial neural network models are able to predict a 
complex relationship between variables, which is not otherwise 
possible with other models such as logistic regression models. 
Artifi cial neural network models are used in different fi elds such 
as image processing, clinical diagnosis (especially that of can-
cer): fraud detection in fi nancial sector, and weather forecasting. 

Concepts and types of artifi cial neural network 

Artifi cial neural network models work on the principles of bio-
logical neural network (1) where each neuron is connected with 
other neurons. It has two parts, namely the dendrites and the axon. 
The dendrites act as receivers and the axon acts as the transmitter 
of information. The nucleus of the neuron contains the informa-
tion that is to be transferred. 

Artifi cial neural networks consist of an input layer, hidden lay-
ers and output layer while the information is fed into the model 
through the input layer, processed through the hidden layers and 
put out from the output layer (Fig. 1).

1) Basic defi nition and concepts in artifi cial neural networks

Activation function
Activation function is used to transfer the weighted sum of 

inputs into the output. 
i. Sigmoidal function

Sigmoidal function (2) is an ‘S’ shaped function which was 
used in modelling the nonlinear relationships. The sigmoi-
dal function always transforms the input into a range from 
0 to 1. This helps us to classify or differentiate the input in 
terms of distinct categories. The sigmoidal function suffers 
from the vanishing gradient problem i.e. when the gradi-
ent of error during the learning process is very small, the 
weight is not going to change and thus, there will be no 
improvement in the prediction.

Fig. 1. Neural network structure.
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ii. Radial basis function
Radial basis function (3) constructs the distance from the 
centre. In case of neural networks, the radial basis function 
compares each input vector against the selected vector (the 
vector is selected to act as a representative vector among 
the input vectors). The output value is 1 if the given vec-
tor is the selected vector, otherwise it is 0.

iii. Tan-h function 
Tan-h function (4) output values are in the range from -1 
to 1. Tan-h function also suffers from the vanishing gra-
dient problem. 

iv. Rectifi ed linear units
The rectifi ed linear unit (5) function calculates the maxi-
mum between the input value and 0. If the input value is 
less than 0, the output is 0, otherwise it bas the input value. 
Currently, this is the most widely used activation function 
in the neural networks as it overcomes the vanishing gradi-
ent problems of other activation functions such as sigmoid 
or Tan-h function. 

Exclusive OR (XOR)
Exclusive OR condition provides the status of decision in the 

exclusive form only (either of the two states, not both).

2) Types of artifi cial neural networks

The following are the types of neural network models gener-
ally used in predicting the relationships.
a) Feedforward artifi cial neural networks 

This is the simplest form of ANNs wherein information fl ows 
only in one direction, i.e. from the input to the output layer. The 
network does not provide any feedback to the input layer. 

i. Multi-layer perceptron (MLP)
Multi-layer perceptron (MLP) (2) is one of the feedforward 
networks where the input values are multiplied with their 
corresponding weights and fed into the hidden layer while 
the hidden layer process transfers the weighted input to 
the output layer with values of multiplied weights corre-
sponding to the output layer (6). MLP uses the backpropa-
gation algorithm to fi nd the weights (7). It uses sigmoidal 
or threshold function as the activation function. 

ii. Radial basis function network (RBFNN)
Radial basis function network (3, 8) is one of feedforward 
types of network using radial basis function as the activa-
tion function 

iii. Probabilistic neural network (PNN)
 Probability distribution of each data input is determined us-

ing Gaussian window function (Gaussian distribution with given 
standard deviation σ) while Parzen probability distribution func-
tion and k classes are created based on the estimated probability. 
For the input data, the probabilities of k classes are calculated 
again and the new data input belongs to the kth class if it is greater 
than the other classes. 
b) Feedback artifi cial neural networks

In feedback networks, the information can travel in two direc-

tions, thus creating a loop while transferring the information 
between input and output layers. The feedback is provided at 
both layer levels, i.e. at the hidden layer as well as at output 
layer. The process is completed when the processed informa-
tion reaches the optimum level. Recurrent neural network is 
one of the feedback neural networks.

c) Learning vector quantization neural network (LVQNN).
Learning vector quantization neural network converts the given 
input layer into prototype vectors. New input data which are 
converted into vectors, compared with prototype vectors using 
similarity and distance measures and assigned to the closest 
prototype vector. 

3) Application of artifi cial network in biomedical domain

Due to their ability to analyse the data with nonlinear rela-
tionship, ANN models are being extensively used in the area of 
diagnosis (9, 10, 11): prognosis (12): classifi cation (13): predic-
tion (14, 15, 16, 17): and survival analysis (18). 

Neural network models are used in processing images (19, 
20) in radiology, nuclear medicine, dermatology and pathology. 

ANN models are applied to interpret and classify the signals 
from electroencephalogram (EEG) and electrocardiogram (ECG). 

4) Comparison with traditional statistical models

Table 1 compares the artifi cial neural network models and 
traditional models such as logistic regression models (21, 22, 
23, 24, 25) 

Methods 

Example of artifi cial neural network using R Statistical Package 
The following example uses R open source statistical comput-

ing software (26) which is useful for carrying out various statistical 
tests and methods, graphics, text and data mining procedures (27). 
The data set used in the example is adapted to the dataset from the 
Framingham heart study (28) used in their book titled “Statisti-
cal Modeling for Biomedical Researchers” (29) and the dataset is 
modifi ed for illustrative purposes to suit the objective of the study. 
The results are shown for illustrative purpose only, as they are 
not meant to represent the true performance of the ANN model.

Parameters Artifi cial neural network 
Ability to analyse nonlinear relations Higher than that in the traditional 

statistical models
Ability to handle correlated 
independent variables 

Higher than that in the traditional 
statistical models

Classifi cation accuracy Higher than that in the traditional 
statistical models

Interpretation of coeffi cients/weights More diffi cult than that in 
traditional statistical models

Chances of overfi tting Higher than those in the 
traditional statistical models

Tab. 1. Comparison between ANN and traditional statistical models.
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The following steps describe the use of R codes in building 
the ANN models using the dataset and compare it with the logis-
tic regression model 

Step 1: Installing required packages
The following packages need to be downloaded and installed 
in the R environment using the following codes:
install.packages (“neuralnet”)
install.packaages (“ROCR”)

Step 2: Reading the main data (in csv fi le format)
maindata<-read.csv („main.csv“,header=F)

Step 3: Normalizing the main data fi le using min and max functions 
to make all the variables uniform in measurement 
normalize = function (x){ (x - min (x))/ (max (x) - min (x))}
maindata.normalized = apply (maindata, 2, normalize)

Step 4: Building the artifi cial neural network model using neural 
net package where V16 is the categorical dependent variable 
(event or non-event) and V2,V3,V9,V10,V11,V12,V14 and 
V15 are independent variables 
library (neuralnet)
nnet<- neuralnet (V16 ~ V2 + V3 + V9 + V10 + V11 + V12 
+ V14 + V15, data=maindata.normalized, hidden=5, linear.
output=FALSE, threshold=0.01)
nnet$result.matrix

Step 5: Plotting the artifi cial neural network model
plot (nnet) (Fig. 2).

Step 6: Model needs to be created for test data while data without 
the outcome variable, i.e V16 are to be used.
testdata<-read.csv („ftest1.csv“,header=F)
testdata<-testdata (, (c („V2“,“V3“,“V9“,“V10“,“V11“,“V1
2“,“V14“,“V15“)))
testdata.normalized<-apply (testdata, 2, normalize)
nnet.test <- compute (nnet, testdata.normalized)
testouput<-nnet.test$nnet.result

Step 7: Model built on test data needs to be compared with origi-
nal data to fi nd out the accuracy of the model. Test data with 
outcome variable, i.e V16 are to be used.
testdataorignal<-read.csv („ftest.csv“,header=F)
testdataoriginal<-testdata2 (, (c („V2“,“V3“,“V9“,“V10“,“V
11“,“V12“,“V14“,“V15“,“V16“)))
predicted<- (min (mydata (, ‚V16‘)) + testouput * (max (main-
data (, ‚V16‘))-min (maindata (, ‚V16‘))))

Step 8: Compare actual and test data 
compareresults <- data.frame (original = testdata2$V16, pre-
diction = predicted)
compareresults

Step 9: Create actual vs prediction table 
roundedcompare<-sapply (compareresults,round,digits=0)
roundedcompare=data.frame (roundedcompare)
attach (roundedcompare)
table (orginal,prediction)
 
The proportion values derived from Table 2 are as follows: 

true negative is 2 % false negative is 15.6 %, true positive is 78 %, 
and classifi cation accuracy is found to be 84.4 %

Step 10 Create ROC curve i.e. sensitivity vs 1-specifi city 
library (ROCR)
roc.prediction = prediction (nnet.result, testdata2$V16)
roccurve <- performance (nn.pred, „tpr“, „fpr“)
plot (roccurve) (Fig. 3).

Step 11: Building the logistic regression using glm function
logit <- glm (V16 ~ V2 + V3 + V9 + V10 + V11 + V12 + V14 
+ V15, data=mydata, family = „binomial“)

Fig. 2. Neural network model.

 Prediction
Actual 0 1

0 4 34
1 8 171

Tab. 2. Actual vs prediction.

Fig. 3. ROC curve of neural network model.
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Step 12: Prediction using test data
ftestlogit<-read.csv („ftestlogit.csv“,header=F)
test.results <- predict (logit,data1=subset (ftestlogit,select=c („V2
“,“V3“,“V9“,“V10“,“V11“,“V12“,“V14“,“V15“,“V16“)):
 type=‘response‘)
test.results <- ifelse (test.results > 0.5,1,0)

Step 13: Classifi cation of model’s accuracy 
error <- mean (test.results != ftestlogit$V16)
accuracy <- 1-error
The accuracy of the logistic regression model was found out to 
be 82.9 % which is less than that of the ANN model (84.6 %)

Step 14: Create ROC curve, i.e. sensitivity vs 1-specifi city
library (ROCR)
Logitpred <- prediction (test.results, ftestlogit$V16)
logitpr <- performance (logitpred, „tpr“, „fpr“)
plot (logitpr) (Fig. 4).

Results and discussion

Figure 2 provides the neural network model with 8 input vari-
ables, hidden layers and one output variable. Table 2 provides the 
comparison between actual and predicted values using the neural 
network. The Table 2 indicates that the true negative is 2 %, false 
negative is 15.6 %, true positive is (78 %): and classifi cation ac-
curacy is found to be 84.4 %. The classifi cation accuracy of the lo-
gistics regression model is obtained from Step 13, which is 82.9 %.

Results indicated that the ANN model is more accurate in clas-
sifying the dependent variable than the logistic regression model 
(84.4 % vs 82.9 %). When comparing the above two models and 
ROC curve, the ANN model is found to be more accurate in clas-
sifying the dependent variable under study. One of the limitations 
of ANN models lies in the interpretation of weights while the pre-
dictors of ANN models are not as easy as those in other traditional 
statistical models. 

Conclusion

The paper provides an overview of artifi cial neural network 
by specifying its types and application in biomedical domain. It 
illustrates the method of building the ANN model using the R 
statistical package and provides an example. It also compared the 
ANN model with the logistic regression model while the results 
indicate that the ANN model is more accurate in classifying the 
dependent variable than the logistic regression model. 
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