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ABSTRACT 
BACKGROUND: Sepsis is the second most common cause of death in patients with non-cardiovascular 
diseases admitted to the ICU. It is one of the top ten reasons for death among all hospitalized patients. 
This study aimed to compare the value of some blood parameters in diagnosing sepsis and investigate their 
relationship to select a more practical diagnostic method. 
METHODS: In this descriptive-analytical study, 208 patients with sepsis admitted to the ICU were selected. 
Then the physiological parameters of patients and normal individuals were measured. Data analysis was 
performed using the p value and effect size methods and MATLAB software. To classify the disease, the 
MLP, RBF, and KNN methods were used. 
RESULTS: The values of the HR, O2Sat, and SBP in patients with sepsis have changed signifi cantly 
compared to NORMAL conditions. The classifi cation results using different classifi cations showed that the 
values of specifi city, sensitivity, and accuracy values in the classifi er are more than MLP and RBF and equal 
to 98 %, 100 %, and 99 %, respectively. 
CONCLUSIONS: Clinically, accurate detection of sepsis and predicting the patients at risk of developing 
sepsis is useful for improving treatment. Given the signifi cant differences between HR, O2Sat, and SBP 
between normal and sepsis patients in this study, it may be possible to use these tests as simple tests 
instead of the complement protein 3 (C3) and Procalcitonin (PCT) tests to diagnose sepsis in the ICU 
(Tab. 8, Fig. 10, Ref. 39). Text in PDF www.elis.sk
KEY WORDS: sepsis, physiological parameters, detection; feature extraction, statistical analysis.

1Department of Biomedical Engineering, Science and Research Branch, 
Islamic Azad University, Tehran, Iran, and 2Department of Biomedical 
Engineering, Faculty of Health, Tehran Medical Sciences, Islamic Azad 
University, Tehran, Iran
Address for correspondence: Mohammad Karimi MORIDANI, Dr, De-
partment of Biomedical Engineering, Faculty of Health, Tehran Medical 
Sciences, Islamic Azad University, Tehran, Iran.

Abbreviations: ANOVA ‒ Analysis of variance, APACHE ‒ 
Acute Physiology and Chronic Health Evaluation, CA ‒ Cardiac 
Arrest, EGDT ‒ Early Goal-Directed Therapy, HR ‒ Heart Rate, 
ICU ‒ Intensive Care Unit, KNN ‒ K-Nearest Neighbor, MLP ‒ 
Multi-Layer perceptron, PCT ‒ Procalcitonin, PSV ‒ Pipe Sepa-
rated Value, RBF ‒ Radial Basic Function, ROSC ‒ Return of 
spontaneous circulation, SAPS ‒ Simplifi ed Acute Physiology 
Score, SBP ‒ Spontaneous Bacterial Peritonitis, SIRS ‒ Systemic 
Infl ammatory Response Syndrome, SOFA ‒ Score and Sequential 
Organ Failure Assessment 

 
Introduction

Sepsis is a systemic reaction of the body to invasive micro-
organisms such as bacteria and fungi. One of the diseases that 
patients admitted to the intensive care unit (ICU) may have is to 
be infected with it (1). Sepsis is the second most common cause 
of death in patients with non-cardiovascular diseases admitted to 

the intensive care unit. It is one of the top ten reasons for death 
among all hospitalized patients. 

Sepsis is defi ned as a syndrome of life-threatening organ 
dysfunction due to a person‘s dysregulated response to infection. 
Symptoms include fever, increased heart rate (HR), increased re-
spiratory rate, and decreased consciousness (2). Sepsis is a com-
mon disease among children and adults. This disease is among the 
leading causes of morbidity and mortality in critically ill patients 
and is the most expensive condition by healthcare spending (3). 
It has already become a signifi cant global health burden due to 
higher treatment costs and excessive hospital stays (4). Therefore, 
it is important to detect sepsis as early as possible. Many sepsis 
cases result in cardiac arrest (CA) with poor outcomes (5). It has 
been shown that internationally every year in the world, 30 mil-
lion people suffer from this disease, and 4.2 million of them are 
children (6). Among these patients, approximately 750,000 people 
are with severe sepsis per year, and about one-third of them die 
(7). For this reason, most recent studies have focused on patients 
with existing sepsis utilizing electronic medical records, laboratory 
results, and biomedical signals to predict status changes as sepsis 
progresses to severe sepsis or septic shock, predict and thus pre-
vent fatal injury and death via intensive management, or analyze 
the mortality of sepsis patients (8). 

In past research, sepsis has been classifi ed into three categories 
in terms of sepsis progression to severe sepsis to septic shock but 
recently redefi ned as two categories in terms of progression from 
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sepsis (encompassing severe sepsis) to septic shock (9). Several 
studies have shown that early diagnosis and treatment, such as early 
goal-directed therapy (EGDT), can reduce the risk of severe sepsis 
and septic shock (10). Systemic infl ammatory response syndrome 
(SIRS) is defi ned by two or more of the following variables: the 
temperature is more than 38 ° C and less than 36 ° C, heart rate 
more than 90 times per minute, respiratory rate returned more 
than 32 mg per hormone, and or abnormal white blood cell (11). 
Precise clinical criteria have been reported to identify patients sus-
pected of infection who are at risk of sepsis (12). They identifi ed 
an episode of suspected infection as the combination of antibio-
tics and blood cultures within a specifi c time epoch. They defi ned 
the fi rst of these two events as the „onset“ of infection (9). Sepsis 
accounts for about 25% of intensive care unit (ICU) admissions 
(13). Patients with sepsis are less likely to archive the return of 
spontaneous circulation (ROSC) (5). Cardiopulmonary resuscita-
tion in sepsis patients is challenging and unsuccessful. More re-
search is required to prevent CA in these patients (14). The use of 
continuously measured high-resolution ECG and blood pressure 
data has provided promising results in the hunt for an accurate 
predictor. Sepsis is known as a dysregulated immunemediated 
host response to infection (12). 

To identify mortality risk and ensure an appropriate therapeu-
tic interventions, clinical scores have been introduced. In clinical 
practice, the most commonly used clinical scores are the Acute 
Physiology and Chronic Health Evaluation (APACHE) II score 
and the Sequential Organ Failure Assessment (SOFA) score (15). 
They are validated as the most recognized tools to stratify the se-

verity of the condition. However, with the increasing controversies 
and complicated methods for using these clinical scoring systems, 
a growing body of evidence has proposed blood biomarkers as 
promising alternatives (16). Sepsis diagnostic procedures have 
been slightly changed since 1991 and include screening labs that 
may be inaccurate and inaccurate (17). The onset time of sepsis 
was then defi ned as an episode of suspected infection with two 
points or more changes in the Sequential Organ Failure Assessment 
(SOFA) Score. Using this new defi nition, Seymour et al. were able 
to validate the discriminative power of the existing clinical criteria 
and that transient hypotensive event, identifi ed from the raw blood 
pressure waveform, which later led to sepsis and higher mortality, 
were missed by clinical teams for 4 hours on average (18). The 
key to this discovery was signal quality metrics to reprocess the 
blood pressure waveform and remove untrustworthy data. Changes 
in blood pressure and heart rate dynamics are associated with de-
compensation in critically ill patients (19). Therefore, as shown 
in Figure 1, a sepsis prevention framework is needed that recog-
nizes patient risk factors and prevention opportunities before the 
onset of sepsis and the patient presents to the hospital (20). This 
infection can most often be caused by bacteria or for reasons such 
as fungi, viruses, or parasites. The severity of the disease deter-
mines the outcome of the disease to some extent. One of the most 
important measures to prevent bloodstream infections is to wash 
your hands regularly. Quickly clean all wounds, even the small-
est wounds. Very important factors affect this disease in different 
people, including age, sex, etc. If this disease is controlled, it will 
not cause any problems for the sick person. Otherwise, the person 

Fig. 1. Block diagram of the prevention of sepsis.
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may suffer from critical conditions or even death. In this study, we 
selected physicians with the help of artifi cial intelligence to help 
physicians better and faster diagnose the disease early. 

 
Related works 

It is very important to break the diagnosis and treat the disease 
early if sepsis is diagnosed and treated. This disease is one of the 
most deadly diseases. In this study, we fi nd the least features and 
the most important operational features that can handle the data, 
which is done with confi dence and accuracy compared to the work 
done in this area. Be. The advantage of this is that it makes the 
network more complex for training and not confi dential. 

In particular, Mayaud et al demonstrated that heart rate en-
tropy is associated with sepsis in adult critical care subjects (21). 
Samaneh Layeqian et al are as follows CA-related tasks using ma-
chine learning (22). Another paper written by Mohd Basri Mat-Nor 
is about obtaining a 30-day prediction of sepsis disease by using 
multiple indicators of function and comparing its performance 
with the assessment of the failure of successive organs through the 
SOFA scoring system used (23). Some study presents an algorithm 
to assess the risk of death in patients with sepsis. In this paper, 
they used the Simplifi ed Acute Physiology Score (SAPS) for ICU 
patients and the Sequential Organ Failure Assessment (SOFA) to 
build their algorithms (24). In the next study written by Lukasze-
wski et al, the blood of 92 ICU patients were analyzed by RT-PCR 

Vital Signs Laboratory values

HR Heart rate (beats per minute) Glucose 
Lactate 

Serum glucose (mg/dL) 
Lactic acid (mg/dL) 

O2Sat O2Sat Magnesium (mmol/dL) 
Temp Temperature (Deg C) Phosphate (mg/dL) 
SBP Systolic BP (mm Hg) Potassium (mmol/L) 
MAP Mean arterial pressure (mmHg) Bilirubin total Total bilirubin (mg/dL) 
DBP Diastolic BP (mm Hg) TroponinI Troponin I (ng/mL) 
Resp Respiration rate (breaths per minute) Hct Hematocrit (%) 
EtCO2 End tidal carbon dioxide (mmHg) Hgb Hemoglobin (g/dL) 
Laboratory values PTT partial thromboplastin time (seconds) 
Base Excess Measure of excess bicarbonate (mmol/L) Leukocyte count (count*10^3/μL) Leukocyte count (count*10^3/μL) 
FiO2 Fraction of inspired oxygen (%) (mg/dL) (mg/dL) 
Ph N/A (count*10^3/μL) (count*10^3/μL) 

PaCO2 Partial pressure of carbon dioxide from 
arterial blood (mm Hg) Demographics

SaO2 Oxygen saturation from arterial blood (%) Age Years (100 for patients 90 or above) 
AST Aspartate transaminase (IU/L) Gender Female (0) or Male (1) 
BUN Blood urea nitrogen (mg/dL) Unit1 Administrative identifi er for ICU unit (MICU) 
Alkalinephos Alkaline phosphatase (IU/L) Unit2 Administrative identifi er for ICU unit (SICU) 
Calcium (mg/dL) HostAdmTime Hours between hospital admit and ICU admit
Chloride (mmol/L) ICULOS ICU length-of-stay (hours since ICU admit)
Creatinine (mg/dL) Sepsis Label
Bilirubin direct Bilirubin direct (mg/dL) For sepsis patients, Sepsis Label is 1 if t≥tsepsis−6 and 0 if t<tsepsis−6. For non-

sepsis patients, Sepsis Label is 0.

Tab. 1. Prediction of Sepsis from Clinical Data.

Fig. 2. An example of a patient‘s database used in this paper.

Fig. 3. Display of the sorted data for preprocessing.
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expression and neural network analysis of 
related genes to predict sepsis onset. This 
study predicted 83.09% of patient cases 1 to 
4 days before clinical diagnosis (sensitivity, 
91.43 %; specifi city, 80.20 %; and accuracy, 
94.55 %) (25). Similarly, a study by Jones 
et al detected the occurrence of sepsis 2 to 
3 days before diagnosis by analyzing cell 
motion using a microfl uidic device (26). 
These methods do not seem to be appro-
priate because the studies in the previous 
sentences should be performed daily. Kim et 
al performed prediction models using a sup-
port vector machine (SVM) with temporal 
features extracted from patient information, 
such as laboratory tests, biosignal data, and 
SIRS scores 0-24 h before sepsis diagnosis 
in 1,239 postoperative patients; 26 patients 
(2.1 %) had sepsis, and the AUCs ranged 
between 0.28 and 0.95 (27). In particular, 
Mayaud et al demonstrated that heart rate 
entropy is associated with sepsis in adult 
critical care subjects (21). 

Given the high mortality rate associated 
with sepsis, this article intends to compare 
the effect of different markers and their re-
lationship with inexpensive and straightfor-
ward tests used to diagnose sepsis patients‘ 
follow-up in intensive care units. 

To continue, this article has been organized as follows: 
In the second section, the database and the proposed method to 

predict sepsis early from clinical data and evaluation methods are 
discussed. In the third section, the results of the method presented 
in this article are shown, and also the results of these methods are 
compared with the features used in this article. Discussion and 
conclusion are presented in the fourth section. 

 
Materials and methods 

A. Describe of dataset
The physio net database is a good resource for researching 

medical data. The main and continuous mission of this database 
was to catalyze biomedical research and education. Physio Net 
also hosts a series of challenges that focus their research on un-
solved problems in the clinical and basic sciences. This database 
contains a collection of discrete, continuous, and medical images. 
The data we use in this study are discrete. 

The goal of this study is the early prediction of sepsis using 
physiological data. In our clinical data, we have about 41 features, 
including vital signs, laboratory values, demographics, and sepsis 
labels, that are shown in Table 1. 

  In this article, different markers in the diagnosis of sep-
sis and the effect of each in identifying the disease were studied. 
Initially, we selected some data out of 40336 data; 50 % of them 
were healthy, and the rest were patients. 

B. Preprocessing 
Our data is from ICU patients in a different hospitals. The to-

tal number of data is 40336. Sepsis is a time-dependent syndrome 
that occurs after hours, not days or months. As you can see in Fig-
ure 2, these data are taken hourly from the patients whose time 
intervals were different from each patient, and it averages about 
10 hours of data. For healthy people, this period is longer than 
for people with sepsis. On average, patients were hospitalized 
for 9 hours and non-patients for 33 hours. For example, Figure 2 
shows an example of a patient’s data. As shown in Figure 5, the 
data format is PSV, and we used Notepad++ version 7.6.6.0 and 
Excel software to sort them. Figure 3 shows the sorted data us-
ing this method. 

 
C. Feature selection methods 

As mentioned, we have 40336 data indicating people with 
sepsis and some who do not. Taking the dataset as a whole, the 
distributions are shown in the upper left of Figure 2, where 1.8 % 
of all data points have a sepsis label = 1. 

In the upper right of Figure 2, the abnormal distribution of 
data is displayed (patient data accounted for only 0.5  % of total 
data); we had to select fewer data. We used 50‒50 (50 % with 
sepsis label = 1 & 50% with sepsis label = 0). 

The two bottom diagrams in Figure 4 show the data. On aver-
age, we have 62 % females and 38 % males. That the youngest is 
18 years old, the oldest is 88 years, and their average is 63 years. 

Fig. 4. The statistical description of data.
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As we can see in Figure 5, we have a lot of missing data 
that is displayed with Not a Number (NaN). Figure 5 shows the 
percentage of NaN for each feature. Some features, such as Fi-
brinogen and hematocrit (HCT), have many missing data and can 
make modeling more challenging. For this reason, we have used 
features that have appropriate values, which are mentioned in the 
method section. 

The maximum value of the HO parameter between a healthy 
person and a patient for a healthy person is 48, and this charac-
teristic has a minimum value of 11 in the patient. The maximum 
heart rate for a healthy person is 155, and the minimum for a sick 
person is 41. The minimum temperature recorded for the patient 
is 32.5 degrees, and the maximum temperature for the patient is 
39.25 degrees. Another feature we use is the number of white blood 
cells in the blood, the maximum of which is 168,200 in sick people 
and the minimum in patients with 1,300. 

We have examined nearly 30 % of the data from all the features 
listed in Figure 5, with the contribution of each feature by deleting 
the lost data, as shown in Figure 8. The main target population of 
our study is shown in Figure 6 that the number of these missing 
data is below 10 %. 

Proposed methods 

In this paper, we tried to distinguish healthy subjects from 
patient data. Important features such as heart rate create meaning-
ful differentiation in some features, but some features need other 
features to be compared. In this study, behaviors were examined 
in both patient and healthy groups, and we found that both char-
acteristics are important and effective according to the statistical 
analyzes performed. 

So we used a multilayer perceptron (MLP) to classify healthy 
and patient. Figure 7 shows a multilayer perceptron consisting of 
at least three layers of input, output, and processor, also called the 
hidden layer (28). Except for the input layer segments, each seg-
ment consists of a neuron that passes through nonlinear activation 

Fig. 5. The Percentage of missing values for each feature.

Fig. 6. Graph of the participation rate of each feature.

Fig. 7. Structure of MLP Neural Network.
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functions. MLP uses supervised training called backpropagation 
for training (28). The artifi cial intelligence network model per-
forms processing via neurons (29). The presence of multilayers 
and nonlinear activation functions distinguishes MLP from a lin-
ear perceptron. This feature can separate data that is not separated 
(30). Neural networks can adjust the input parameters if they do 
not show the optimal response to obtain the desired output. There 
are several models of learning algorithms to fi nd the relationship 
between input and output (29). 

The multilayer perceptron is also called vanilla when it has a 
hidden layer (31). Artifi cial intelligence is used in various areas, 
such as optimization, modeling, and medical applications (ap-
proximation, signal processing, and imaging) (29). The neural 
network can understand the nonlinear relationship between input 
and output and cover regression and prediction problems in other 
fi elds (32). Artifi cial intelligence has become more popular in 
the last two decades because of its high accuracy and speed (29). 

Statistical analyzes 
According to Figure 5, the database contains intensive care 

unit data. We need to preprocess the data before processing it. 
The data format is the pipe-separated value (PSV) and cannot be 
read in MATLAB software. We converted the PSV format into 
excel and then normalized it for a better response. Then, we used 
analysis of variance (ANOVA), t-test, and nntool methods in the 
processing step. ANOVA is a method of analysis, and a t-test is 
used to discriminate data. We have 41 data related to vital signs 
and laboratory properties; then, we only selected 10 of them (fea-
ture selection). As indicated in Table 4, among 10 features, 8 of 
them were differentiated by using the t-test method. Then we used 
the same 8 features to train and test the network. The network has 
two layers where the fi rst layer is the input, and the next layer is 
the hidden layer, which is the fi rst layer consisting of 10 neurons, 
and the second layer consists of fi ve neurons. Also, the network 
type is feed-forward backpropagation, and the transfer function is 
purlin. Then use the criteria of sensitivity, accuracy, and specifi city 
according to formulas (1, 2, 3) to ensure the results of the neural 

network and to evaluate the effectiveness of the network for the 
prediction of sepsis. Sensitivity refers to the test‘s ability to cor-
rectly detect ill patients who do have the condition (33). Specifi city 
relates to the test‘s ability to reject healthy patients without a con-
dition correctly. In the measurement of a set, accuracy refers to the 
measurements‘ closeness to a specifi c value. A true positive (TP) is 
an outcome where the model correctly predicts the positive class. 

Similarly, a true negative (TN) is an outcome where the model 
correctly predicts the negative class. A false positive (FP) is an 
outcome where the model incorrectly predicts the positive class. 
And a false negative (FN) is an outcome where the model incor-
rectly predicts the negative class. According to formulas (4), in the 
statistical analysis of binary classifi cation, the F1 score (also Fscore 
or F-measure) measures a test‘s accuracy. Figure 8 shows all the 
steps used by MATLAB software and other statistical analysis.

Specifi city =                                                                    (1) 

Sensitivity = (2)

Accuracy = (3)

In this study, due to being aware of a large number of lost data, 
we tried to use features that have less than 10 % of the lost data. There 
was also a small amount of lost data that we preferred to delete. 

 In block diagram No. 7, we studied the characteristics of 
many individuals in the extraction block, which recorded about 
41 features for each patient, which are described in Table 1. Other 
parts of the diagram block are stated in the article. These features 
include heart rate, calcium, age, and other factors, some of which 
have a lot of missing data. Some features are very important in 
our studies, such as heart rate and body temperature. 

A correlation coeffi cient is a statistical tool for determining 
the type and degree of relationship of one quantitative variable. A 
correlation coeffi cient is one of the criteria used to determine the 

Fig. 8. The block diagram for early prediction of sepsis with clinical data.
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correlation between two variables. The correlation coeffi cient in-
dicates the severity of the relationship and the type of relationship 
(direct or inverse). This coeffi cient is between1 and -1 and is zero 
if there is no relationship between the two variables. The correla-
tion between two random variables X and Y is defi ned as follows: 

 (4)

E is the mathematical expectation operator, cov means the 
covariance and corr is the usual symbol for Pearson‘s correlation, 
and sigma is the standard deviation symbol. 

Based on the correlation coeffi cient analysis described in Table 
2, the criterion for values that have greater independence, lower 
dependence, and less effectiveness than each other is a value of less 
than 0. 5. for example, the correlation coeffi cient for the two WBC 
properties and (Correlation < 0.05) Temp is considered the criterion 
for investigating other parameters. Properties whose correlation 
coeffi cients are closer to zero have more independent conditions 
than those that tend toward the number. Another example is com-
paring the two HR and MAP properties, which is not a good feature 
compared to other parameters because this property‘s correlation 
coeffi cient tends to be a number. A comparison of SBP and WBC 
is more accurate because its correlation coeffi cient tends to zero. 

In the science of impact size statistics, a so-called quantitative 
measure of the magnitude of a phenomenon. Examples of effect 
size are the correlation between two variables, the regression coef-
fi cient in a regression, and the mean of the difference or even the 
hazard that occurs. Like some people die of sepsis, and some recov-
er. For most effect sizes, the larger absolute value always indicates a 
stronger effect. Formula 5 shows how to calculate the d effect size. 

The correlation coeffi cient is a statistical tool to determine the 
type and degree of relationship between one quantitative variable 
and another quantitative variable. The correlation coeffi cient is one 
of the criteria used to determine the correlation of two variables. 
The correlation coeffi cient indicates the intensity of the relation-
ship as well as the type of relationship (direct or inverse). This 
coeffi cient is between 1 and -1, and if there is no relationship be-
tween the two variables, it is equal to zero.

 (5)

Where m is the mean of the study group, and σ represents the 
studied groups‘ variance. Table 3 shows the effect size results of 
the extracted parameters between the two groups. 

The effect size index is independent 
of the sample size and shows the relation-
ship between the two variables. This test is 
used to determine the signifi cance of the 
difference between the independent sam-
ples. The effect size reduces the size of the 
difference between the two groups. One 
of the methods for recognizing the effect 
size is Cohen d method, which shows the 
difference between the two divisors by the 
standard deviation of the data. The larger 
the effect size, the greater the difference 
between the groups. For example, the rela-
tionship between SBP and HR, which has a 
value of 1.41 according to Table 3, is stron-
ger and more distinct than the relationship 
between Resp and H3O3, which has a value 
of 0.100. 

 

Tab. 2. Selected heat map package. The heat map was generated based on 10 features from 
a normal dataset.

 HR O2Sat SBP H3O3 Phosphate WBC MAP Resp PaCO2 Temp
HR 0 2.53 1.41 11.07 15.29 13.52 2.36 10.85 4.79 10.73
O2Sat  2.53 0 3.00 14.97 33.40 22.69 1.00 14.29 3.90 22.82
SBP 1.41 3.00 0 8.11 9.91 9.22 3.03 8.03 4.94 7.39
H3O3 11.07 14.97 8.11 0 4.52 2.46 5.45 0.10 1.84 3.51
Phosphate 15.29 33.40 9.91 4.52 0 2.38 7.66 4.44 3.51 28.55
WBC 13.52 22.69 9.22 2.46 2.38 0 6.80 2.49 2.87 9.61
MAP 2.36 1.00 3.03 5.45 7.66 6.82 0 5.36 2.34 4.47
Resp 10.85 14.29 8.03 0.100 4.44 2.49 5.36 0 1.78 3.19
PaCo2 4.79 3.90 4.94 1.84 3.51 2.87 2.34 1.78 0 0.75
Temp 10.73 22.82 7.39 3.51 28.55 9.61 4.47 3.19 0.75  0

Tab. 3. Physiological parameters analyzing by Cohen’s d effect size between two groups.



Bratisl Med J 2023; 124 (3)

239 – 250

246

Neural network algorithms 
This section optimized the features with statistical analysis 

that was processed through different perceptron neural networks, 
radial basis function (RBF), and K- Nearest Neighbor (KNN). 
The RBF network is very convenient for the interpolation network 
method, where the k-means algorithm is to be used for cluster-
ing. When training networks. Anyone of the test matrix examples 
closest to the cluster’s center in the learning matrix is classifi ed 
as that cluster’s class.

 
(6)

Formula 6, grid input x parameter, parameter ɸ is the Gauss-
ian activation function, N is the number of hidden layer neurons, 
xi is the center vector of neuron i, and w is the weight of neuron i 
in the linear output neuron. 

 (7)

Formula 7 represents the two variables x and y, including two 
points in Euclidean space and p, which also represent the space 
in question. The fi nal result of the Euclidean relationship is never 
negative. 

Unlike the other networks mentioned, this network does not re-
quire training, and the classes in this network are single-columned. 
The classifi cation method works because each example of the test 
matrix will be compared with an example of a trained matrix, and 
any one that is the closest will appear in that class. Our criterion 
for testing in this method is the Euclidean formula. According to 
Table 1, with the nearest neighbor number‘s change, we could get 
different outcomes, with the best nearest neighbor number being 
1. The multilayer perceptron is a part of neural network feedback. 
An MLP (multilayer perceptron) consists of three layers of nodes: 
an input layer, a hidden layer, and an output layer. Other than the 
input nodes, additional nodes are each a neuron that uses a nonlin-
ear activation function. If an MLP (multilayer perceptron) holds 
a linear activation function in each neuron, technically, weighted 
inputs are drawn with this same linear function. The activation 
function used in this experiment was the hyperbolic tangent func-
tion represented as follows: 

 
Y(vi) = atanhb (bv)                                                 (8) 

Parameter V is the weighted sum that is entered in the activa-
tion function and helps to calculate the output.

In this function, a = 1.7951 and b = 2 / 2.
Learning in the neural network occurs with the change of con-

nection weights after processing each piece of data, based on the 
output error rate compared with the expected result from before-
hand. The error in the output node j in the Nth point is denoted 
as tj(n)= dj(n)- yj(n) where t is the target value and y is the value 
produced by the perceptron. 

 (9)

By using the gradient, the variation in weight is as follows:

 (10)

Where, ϕ′ is the derivative of the activation function. 
 

Results 

According to our study, different markers in the diagnosis of 
sepsis and the effect of each in identifying the disease were ex-
amined. We used features such as mean, standard deviation (std), 
variance (var), median, mode, skewness, and kurtosis in MAT-
LAB software with a neural network. Unfortunately, overall, the 
neural network responses were not appropriate because using a 
lot of features, the complexity of network computing increased, 
and ifferentiation between the two groups decreased. 

In the next step, we selected the optimum feature and only 
used the mean. Finally, according to Table 4 to identify optimal 
data, we used a T-test with a p-value less than 0.05 (p < 0.05), DE 
Kohen effect size. It also shows the three features of specifi city, 
sensitivity, and accuracy. We used Boxplot in MATLAB software 
to show more distinction, as shown in Figures 9 and 10. 

As the study in this paper shows, the four statistical features 
studied at each stage, such as variance, median, mean, and std, are 
more distinct. For example, we found a signifi cant difference in 
the heart rate variance for the two healthy and patient populations, 
which is a numerical difference of 45.84. In the next feature, when 
we study the o2sat of healthy and patient people, we fi nd out that 
there is a difference in fashion, which equals 5. According to the 
study, the next feature of SBP in healthy individuals compared to 
patients who have a median difference of 34.5. The last differen-
tiating feature that was examined was the body temperature charac-
teristic of healthy and healthy subjects, which, as evidenced by 
the std, had a difference of 1.26. 

This section examines healthy and patient groups in traits that 
do not differ and will not help our study. As can be seen, the two 

Clinical Variables Baseline Septic p 
HR 112.84 82.27 7.0401×10-36 
Temp 37.13 36.38 7.5490×10-5 
O2Sat 93.87 96.98 5.6791×10-10 
SBP 133.85 108.07 1.4817×10-11 
HCO3 22.58 23.14 0.4662 
Phosphate 3.50 4.31 0.0015 
WBC 10.52 16.61 5.3372×10-4 
MAP 83.23 70.24 5.1441×10-9 
Resp 23.18 20.88 0.0136 
PaCO2 46.00 45.90 0.9656 

Tab. 4. The statistical method using t-test analysis.
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critical properties of HCO3 and PaCO2 are not very different in this 
study. In all statistical properties, we can say that they are almost 
equivalent and have no signifi cant difference. 

Table 5 is related to Figure 9 and Figure 10, showing the dif-
ferentiation of healthy and patient samples with var, median, std, 
and mod properties. For example, in Figure 2, the variance of the 
HR for healthy people is 99.68, and patient variance is 145.52, 

and in Figure 2, SatO2 for healthy people is 95, and patient mode 
is 100, and for Figure 8, SBP and Temp are shown in Table 5. But 
as it is evident in Figure 7, there is little differentiation in HCO3 
and PaCO2, and healthy and patient mean and variance are close 
to each other, so it is not a suitable parameter for our analysis. So 
criterion evaluation is as follows in Table 5 with the mean and 
standard deviation 5 ± 3. 

Fig. 9. Showing a difference between two groups using a boxplot.

Fig. 10. Showing a difference between two groups by a boxplot.
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Finally, concerning the attributes given to the network and 
described in the method section, the results are shown in Table 6, 
showing that the KNN network with neighborhood number 1 and 
accuracy 1.2, in the RBF network with Cluster Center 2 and Ac-
curacy 2.9, and in two-layer perceptron, which includes the input 
layer with two neurons and the fi rst hidden layer with two neu-
rons with an accuracy of 0.8, we achieved the best results among 
which the KNN network performs best. Table 6 details the neural 
network results. 

Table 7 explains the results of the neural network in detail. In 
Table 6, the learning rate for the perceptron neural network with 
different layers is set to 0.0001 for all modes. 

Sepsis is one of the most common causes of death among 
patients in the intensive care unit worldwide. Despite new sup-
portive therapies and strong antibiotics, sepsis is still a risk factor 
in patients‘ lives. This paper aimed to compare the value of some 
physiological parameters in the diagnosis of sepsis and investigate 
their relationship to select a more practical diagnostic method. 

In this study, statistical analysis of P-value, Anova, and De-
Cohen effect size is used, which is a low-cost and easy way to fi nd 
suitable features for research. Using these statistical methods is 
to fi nd the best feature for processing in the neural network. The 
data in this study consisted of 41 attributes that were analyzed 
by eight features. After identifying the appropriate features using 

the mentioned analyses to detect the disease, the features were 
assigned to single-layer, double-layer, and three-layer perceptron 
neural networks, the best response with different epochs equals 
to the lowest error. High precision is shown to us at the output. In 
addition to the network with different layers, we investigated the 
RBF network features with a center of gravity smaller than the 
number of features and the Euclidean activation function. M.A 
Baig et al in an article tried to determine the mortality rate of sep-
sis from the SOFA and Q - SOFA difference, comparison to our 
paper‘s results is in Table 7. 

 
Discussion 

As shown in Table 8, we have reviewed previous research on 
sepsis infection detection using neural networks and compared 
our results with them. In 2020, Jonathan Freund et al redefi ned the 
concept of sepsis with an international working group. To identify 
patients at risk for mortality, the task force recommended rapid 
organ failure assessment scores instead of systemic infl ammatory 
response syndrome criteria. Out of 1088 patients screened, 879 
patients were analyzed. The mean medical age was 67 years, rang-
ing from 47 to 81 years, 414 (47 %) were female, and 379 (43 %) 
had a respiratory infection. The in-hospital mortality rate was 8 %: 
3 % for patients with a quick sepsis-related organ failure assess-
ment (qSOFA) score lower than two versus 24 % for those with a 
qSOFA score of 2 or higher. qSOFA performed better than SIRS 
and severe sepsis in predicting in-hospital mortality (34). In this 
study, a systematic review and meta-analysis were performed to 
assess prospective integration accuracy in patients with suspected 
sepsis. A comprehensive electronic search was conducted through 
the Internet retrieval system as of December 15, 2014. Methodolog-
ical quality assessment was performed using the QUADAS2 tool. 

 
Feature 

Healthy Patient Healthy Patient 
HR O2Sat SBP Temp HR O2Sat SBP Temp H3CO3 PaCO2 H3CO3 PaCO2 

var 99.68 12.16 342.95 0.27 145.52 13.88 683.92 3.19 33.13 289.09 26.62 249.87 
median 110 95 135.50 36.95 86 98 101 35.80 22 42 23 42 
std 9.98 3.48 18.51 0.52 12.06 3.72 26.14 1.78 5.75 17 5.16 15.80 
mode 103 95 122 36.67 88 100 94 35.83 22 43 23 32 
p <0.05 >0.05 

Tab. 5. Comparison between two groups based on Statistical features.

Network type NumNeighbour Cluster Size Hidden Layer 1 Hidden Layer 2 Hidden Layer 3 Sensivity Specifi ty Accuracy
KNN 2 ‒ ‒ ‒ ‒ 95.19% 100% 97.59%
KNN 3 ‒ ‒ ‒ ‒ 98.07% 100% 99.03%
KNN 4 ‒ ‒ ‒ ‒ 94.23% 100% 97.11%
KNN 5 ‒ ‒ ‒ ‒ 94.23% 99.03% 96.63%
KNN 6 ‒ ‒ ‒ ‒ 91.34% 98.07% 94.71%
RBF ‒ 8 ‒ ‒ 96.77% 100% 98.41%
MLP ‒ ‒ 10 ‒ ‒ 90.62% 100% 95.31%
MLP ‒ ‒ 7 5 ‒ 96.87% 100% 98.43%
MLP ‒ ‒ 7 6 2 87.5% 100% 93.75%

Tab. 6. Evaluation criteria.

 Sensitivity Specifi city Accuracy 
SOFA 70% 59% 64.5% 
Q-SOFA 92% 85% 88.5% 
KNN 98% 100% 99% 
RBF 96% 100% 98% 
MLP 96% 100% 98% 

Tab. 7. Comparison of results.
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The diagnostic value of perspective in sepsis was evaluated 
using a mixture of sensitivity, specifi city, probability ratio, odds 
ratio, and a summary of the receptor performance characteristics 
curve. The susceptibility of perspective to sepsis was 0.78. The 
mixture specifi city was 0.83, the positive probability ratio was 
4.63, the negative probability ratio was 0.22, the mixed odds ratio 
was 21.73, the area under the receptor function summary curve 
was 0.89, and the Q index was 0.82. This meta-analysis shows 
that perspective has a special advantage in inpatient management 
and may be a useful and valuable marker in early sepsis diagno-
sis. However, perspective showed moderate diagnostic accuracy 
in distinguishing sepsis from non-sepsis, which precluded its rec-
ommendation as a fi nal test for sepsis diagnosis in isolation (35). 
Zhong Zhen et al in 2015 in a study aimed to systematically and 
quantitatively evaluate the value of perspective for the diagnosis 
of sepsis using meta-analysis. A total of eight studies, including 
1757 patients, were included in this meta-analysis. Sensitivity, 
specifi city, and diagnostic odds ratios were 0.77, 0.73, and 14.25, 
respectively. The characteristic curve area of the receiver operat-
ing factor (SROC) below the curve was 0.8585. Subgroup analysis 
excluding deprivation of outdoor environments showed that sensi-
tivity and specifi city were 0.85 and 0.65, respectively. Perspective 
in combination with other laboratory biomarkers in the diagnosis 
of sepsis may focus on future studies (36). Neural networks are 
a new methodological tool based on nonlinear models. They ap-
pear to be better at predicting and classifying biological systems 
than traditional strategies such as logistic regression. This article 
provides a practical example that contrasts with both approaches 
to sepsis‘s suspected presence in the emergency room. The statis-
tical population includes patients suspected of bacterial infection 
as their primary diagnosis for emergency hospitalization in two 
hospitals located at the university. A total of 533 patients were se-
lected, and the 28-day mortality was 19 %. The network included 
all variables, and there was no signifi cant difference in predicting 
between approaches. The active areas below the characteristic 
receptor curves for the logistics and neural network models were 
0.7517 and 0.8782 (p = 0.037), respectively. A predictive model 
can be a useful tool for creating suspected sepsis in the room (15). 

In the study by Jau-Woei et al, a deep learning algorithm was 
used to predict the mortality of suspected infected patients in a 
hospital‘s emergency department. In January 2007 and December 
2013, the 4,220 patients included in this study were admitted to 
the emergency department due to suspected infection. In the pres-
ent study, an in-depth learning structure was developed to predict 
mortality in septic patients and compared with several machine 
learning methods and two sepsis screening tools: SIRS and qSO-
FA, as a predictor of mortality for septic patients who died within 
72 hours and 28 days. The results showed that the accuracy of 
deep learning methods, signifi cantly stimulated neural network 
plus SoftMax (87.01 %) in 72 hours and 81.5 9% in 28 days), is 
higher than other device learning methods, SIRS and qSOFA. We 
expect in-depth learning to effectively assist medical staff in the 
early detection of sensitive patients (37). 

 
Conclusion and future work 

This study included the diagnosis of sepsis using machine 
learning. In this study, using the neural network, train the radial 
base’s function, one-layer, two-layer, and three-layer perceptron, 
K, the nearest neighbor of the network, and fi nally test. Due to 
the features available in this database, we over-budgeted the use 
of P-Value and T-Test and used the De-Kohen-size criterion to 
select and rank the standard features used, fi nally using selected 
features in the network for training achieved acceptable results 
that can be seen in the table (your article). Table (6) with several 
selected network features (6) has the best quality and accuracy. 

Due to the pathophysiological complexity of the infectious 
disease and the involvement of many infl ammatory mediators in it, 
a combination of biomarkers may be used to make the diagnosis, 
monitoring, and prediction of disease outcomes more effective. The 
proposed method is much more economical and can help physicians 
to treat patients. Besides, clinical tests performed in laboratories and 
hospitals can be omitted. This paper introduces sepsis biomarkers 
that can help identify patients, evaluate response to treatment, dis-
tinguish systemic sepsis from local, and even assist clinicians in dif-
ferentiating sepsis patients from patients with non-infectious SIRS. 

Author Year Method Results

Jonathan Freund et al (34) 2020 QSOFA The area under the receiver performance curve 
= 80 %

Jiawan Wu et al (35) 2015 QUADAS2
sensitivity specifi city SORC

78 % 83 % 89 %

Zhong Zheng et al (36) 2015 Meta-analysis method
sensitivity specifi city SORC

77% 73 % 85 %

Fabian Jaimes (15) 2005 Logistic regression and neural network
SORC for NN SORC for LR

87 % 75 %

Jau-Woei Perng et al (37) 2019 Deep Learning Stimulated neural network plus SoftMax
Accuracy (28 days)

81.59 %

Yuan Luo (38) 2017 LSTM (Long Short-Term Memory)
precision recall f-measure

72 % 68 % 70 %

Roberts et al (39) 2011 SVM (support vector machine)
precision recall f-measure

72 % 75.3 % 73.7 %

Tab. 8. Comparison of the results of different methods in previous studies.
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In this study, we have achieved acceptable results by reduc-
ing the characteristics to 5 characteristics. Our advice to future re-
searchers who are interested in research in this fi eld is to reduce the 
features further and use other methods for training and testing in 
Machine learning can help improve results and help professionals. 
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