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ABSTRACT
Numerous surveys using different techniques have been conducted in recent years to accurately classify 
Alzheimer’s disease (AD). This research emphasized the identifi cation of AD through neuroimaging data. 
However, it is important to identify symptoms as soon as possible when the disease-modifying medications 
function best during infection before a permanent cognitive impairment develops. The use of automated 
algorithms to detect the early symptom of AD to this information was very important. Machine Learning (ML) 
has been proposed for the evaluation of various image segmentation and database techniques. In addition, 
Visual Geometry Group (VGG)-16 & Improved Faster Recurrent Convolutional Neural Network (IFRCNN) 
method developed for the ImageNet database utilizing the mathematical model based on action recognition 
as a feature extractor for categorization work. Experiments are being conducted on the Alzheimer’s 
Neuroimaging Initiative (ADNI) dataset, and the proposed system achieves the 98.32 % accuracy level (Tab. 6, 
Fig. 4, Ref. 34). Text in PDF www.elis.sk.
KEY WORDS: mild cognitive impairment, deep learning, Alzheimer’s disease, expected risk.

Department of Computer Science and Engineering, Koneru Lakshmaiah 
Educational Foundation, Vaddeswaram, Guntur District, India.
Address for correspondence: Raveendra REDDY, Department of Com-
puter Science and Engineering, Koneru Lakshmaiah Educational Founda-
tion, Vaddeswaram, Guntur District, India.

Introduction

Every human being has three basic remembrances: i) working 
memory, which is in charge of maintaining focus and concentra-
tion while processing data; ii) short-term storage was keeping in-
formation for durations up to certain limit; iii) long-term storage 
should be in charge of preserving the entire occurrences researchers 
encounter for periods longer than days (1–3). AD was a degenera-
tive neurological disorder that seriously affects storage, cognitive 
abilities, and ability to perform the simplest basic duties. Artifi cial 
Intelligence (AI) has the potential to help physicians diagnose 
patients faster and more accurately. This could predict the likeli-
hood of disease at an early stage, to be prevented. Clients could 
apply ML to the analysis of health information and the treatment 
of conditions (4). However, processing clinical images may be a 
diffi cult and lengthy process.

AI devices could continually learn from experience and im-
prove over time through ML Application. ML is the research of 
computer simulations that get better on their own with practice 
(5). ML methods develop a statistical approach that uses sample 
data, sometimes known as “training data,” to produce predic-
tions or decisions of specifi cally trained (6). ML techniques were 
utilized in a wide range of software, including image identifi ca-
tion, clinical issue, and categorization if it would be diffi cult or 

impractical to perform the necessary procedures using different 
algorithms (7). ML is thought to be a feature of AI that imitates 
the human mind analyzes data and develops correlations to facili-
tate the decision (8). AI systems can learn unsupervised through 
unprocessed or unstructured information to Deep Learning (DL) 
is a subtype of computer vision. It is sometimes designated as a 
Deep Neural Network (DNN).

Every level of ML gains the ability to express the informa-
tion that collects more creative and composite (9). The fi rst rep-
resentative layer in a program of image processing may extract 
the pixels and decode edges; the second layer may combine and 
encode requirements of edges; the third stage may decode a nose 
and eyes; the fourth layer may detect that the image comprises a 
face. Moreover, a DL process could determine on its own which 
features are best organized at which layer.

Related works

Computer-Aided Diagnostic (CAD) systems that require real-
time AD diagnosis have been the subject of several investigations 
(10–11). They suggested categorizing the phases of AD and em-
ployed ML methods for SVM, RF, and KNN identifi cation models 
(12–14). Large data sets were required to categorize and identify 
the representation of characteristics to avoid overfl ow issues. 
They provided in actual time the depth and transfer of learning 
materials in alternative ways to reach the best precision of initial 
AD (15). There is currently no treatment for AD using any clini-
cal reasoning procedures, and early detection of AD is incredibly 
challenging, protein symptoms which are frequently utilized in 
AD classifi cations. Electroencephalogram (EEG) is a physiologi-
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cal biomarker that has been studied extensively to identify brain 
damage associated with dementia (16). This method involves re-
cording the electrical brain activity as frequency data, which is 
then processed to identify any anomalies in the brain (17). This 
method, which is based on spatial and temporal abilities can be 
able to detect dementia even in its early stages.

Too many variables are necessary for good multiple regres-
sion to be very accurate, increasing the complexity of implemen-
tation and reducing the reliability of conclusions. Support Vector 
Machines (SVM) analysis of major components, and Artifi cial 
Neural Networks (ANN) are other classifi cations used in the EEG. 
Through the skillful combination of wavelets, signal preparation 
methods such as non-linear science and chaos theory, and Neu-
ral Network computing a new multi-paragraph methodology for 
computerized EEG diagnosis of AD (18). Before applying a clas-
sifi cation technique, mathematical markers are found with the 
aid of chaos theory like a mathematical microscope. In this case, 
the mathematical markers are used as a biomarker. The proposed 
multi-parameter approach has been demonstrated to signifi cantly 
increase diagnostic accuracy (19).

“ML” & “DL” are comparatively new concepts were used 
for years in the fi eld of medical imaging, perhaps most notably in 
CAD applications like “classifi cation of breast tissue,” “detection 
of cerebral microbleeds,” “classifi cation of brain images,” and 
“segmentation of CT liver images” (20–22). The specifi c tasks 
such as visual recognition of objects, identifi cation, and separa-
tion, deep CNNs are at present the most appreciated by computer 
vision researchers. Unlike conventional NN which receive vector 
input, CNNs operate on volumes, which is one of its advantages 
over ANNs (23). The term “parameter sharing” refers to the prac-
tice of more than one neuron in a given entity map using the same 
weights. Contrary to ANNs, neurons were linked; local connec-
tivity refers to the idea that each neuron is attached to a specifi c 
section of an image.

Currently, people are building CNN from the ground up be-
cause it is uncommon to have a sizable database. Thus, the pre-
treatment of a CNN on a large database was typical (24). The clas-
sifi cation method for our three-way categorization issue – MCI vs 
AD Cognitively Normal: should be created by domain adaptation 
using a cutting-edge CNN method, VGG16. The Oxford VGG has 
built the 16-layer network known as VGG16. It took part in the 
2014 ImageNet Large Scale Visual Identifi cation (ILSVI) Ima-
geNet competition. One of the earliest architectures to push to 16 
layers and use tiny (3x3) convolution fi lters to probe the depth 
of the network.

In this method, anomalies in the brain’s shape, size, and neu-
ronal activity are found at images of the brain. The hippocampus 
diminishes in size and is one of the fi rst areas of the brain to be 
damaged in AD. Other areas, in particular the cerebral cortex are 
affected by the progression of AD (25–26). The VGG indicator 
of neurodegeneration is a volume measurement. It appears doubt-
ful that only one biomarker will be found for the detection of AD 
alone because of the complexity of the aliment’s biology and how 
it progresses. To enhance the precision for the detection of the ali-
ment, the researchers hope to use a combination of biomarkers.

CNNs were a subset of CNN that should excel at detecting 
and classifying images, amongst other tasks. In addition, it is a 
variety of ANN at the Convolutional layer; independently learn 
the features of the image (27). In this investigation, raw images of 
a single front-facing camera were trained to transfer direction in-
structions. Finally, they concluded that CNN could identify useful 
road features without any explicit labeling. For their research using 
a graphics processing unit, they only chose 1.2 million images from 
the ImageNet databases, which contain images from 100 multiple 
categories. The highest error rate of ILSVI was 15.3 %, and they 
fi nally took fi rst place. They suggested using CNN to categorize 
the Microsoft COCO object detector database and the ImageNet 
database. They took the lead in both the Microsoft COCO and 
ILSVI contests (28). The authors in (32–34) have discussed about 
the clinical trails of AD detection using machine learning algo-
rithms. Compared to other classifi cation approaches, they have the 
lowest failure rate for large-scale image categorization. CNN has 
been used in current biomedical surveys to classify images. In this 
study, DL was implemented using VGG16 as the basic model. In 
addition to the original model, additional fully connected layers 
were constructed as a representation of functionality. 

Proposed methods

To get the best result, the preprocessed images have been 
improved, because different sizes could affect the classifi cation 
performance of the images which were to be introduced into the 
CNN model were reduced to a dimension of 160 x 160. Subse-
quently, the fl attened images that had been reformatted were saved 
in a matrix. Considering that the fl attened format will combine all 
the image levels into a single layer. The images appear identical 
after fl attering; however, there is a distinction in that the content 
of the image is in one layer.

The number of classes, periods, and lot sizes has been fi xed at 
32, 3, and 20 accordingly. The quantity of samples that would be 
transmitted through the system is determined by the lot size. This 
model forms the network from 32 training examples and then learns 
again from 32 examples (29). Every training sample is run once 
forward and once backward throughout one epoch. Here, there are 
20 epochs because the defi nition of the number of epochs requires 
the realization of numerous tests of the system. The system would 
automatically overfl ow if the number of iterations would be few 
or many. As a result, there are 20 established periods, although 
this number may change as technology progresses.

Convolution operation
K(0,0) is determined using Equation (1) by fi rst rotating Y 

by 180 degrees around its center component and sliding its cen-
ter so that it sits on top of X.(0, 0). The next step is to multiply 
each reversed Y component by the X component directly below 
it. Various products were added together for K(0, 0). However, in 
the instance of IFRCNN’s method, the initial stage of rotating Y 
by 180 degrees to the center was typically skipped, and all other 
phases are the same as those previously mentioned. For the above 
data matrices X, Y, and K procedure, which does not take into 
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account the inversion of the Y matrix, could be expressed math-
ematically as follows:

 (1)

Where,  , and  J-- 
complex conjugation.

The main goal of introducing a level with a max-pooling pro-
cedure between each convolutional layer is to gradually lower the 
size of the spatial structure, or the score of h, resulting in a smaller 
number of variables that need to be learned and a faster network 
altogether. Additionally, this helps to reduce overfl ow (30). The 
most common number of K is 2, which decreases the sample size 
by h and by a factor of 2. The prime objective of introducing a 
level with a max-pooling procedure between each convolutional 
layer would be to gradually lower the size of the spatial structure, 
or the score of h, resulting in a smaller number of variables that 
need to be learned and a faster network altogether. In addition, it 
helps reduce the overfl ow (30). The most common number of K 
is 2, thus reducing the sample size by a factor of 2.

Non-linearity layers
Generally, non-linear procedures or functions—also known as 

activation functions – follow convolutional layers. The most popu-
lar activation features of the past were sigmoid and tanh. However, 
because of its shortcomings, researchers proposed other activation 
functions including (ReLU) & the derivatives that were favored 
in the majority of ML applications. The ReLU approach and its 
modifi cations are theoretically represented as follows:

       (2)

 
(3)

 
(4)

In this case, Equations (2) and (3) represent Simple ReLU, 
Leaky ReLU, and Exponential LU. A hyper-parameter in Equa-
tion (4) could be tweaked, and its value is 0. ReLu has been 
demonstrated in Equation 1. It introduces nonlinearity to the net-
work and applies pixel by pixel, substituting all negative pixels 
with zero.

Alzheimer classifi cations mathematical 
model

Researchers create a computing frame-
work for AD. Figure 1 illustrates the three 
stages in presenting this model: data pre-
processing with Freesurfer; selection based 
on entropy; and subsequent categorization 
with transfer learning.

Cortical reconstruction and volumetric separation were car-
ried out using the FreeSurfer image assessment package that was 
published & publicly downloadable online, to remove extraneous 
information from cogitative MR images that might lead to poor 
learning of the categorization algorithm. In particular, recon-all 
autorecon1 was used, which completes only 5 of the 31 process-
ing stages. 

There are 5 methods:
1. There are different volume ratios, this procedure would group 

them all and offset the small movements between them.
2. Removes uneven image strength to enhance MR information.
3. At this stage in the process, the affi ne transformation was com-

puted using the FreeSurfer Talairach script.
4. Adjust to accommodate changes in intensity at this point. All 

voxel intensities are scaled to an average white matter inten-
sity of 110.

5. The skull is removed from the normalized image in this step. 

For the categorization test, the T1-weighted MRI data of 150 
participants were used, including 50 MCI, 50 CN, and 50 ADI. 
Table 1 provides a summary of the demographic data for the cho-
sen gender, subjects, age, and MMSE value.

Choosing the best information could no doubt increase the 
likelihood that the model will succeed, even if they could utilize 
the 256 slices of the 150 subjects. Recent techniques assume that 
slices contain the majority of relevant information and choose a 
group randomly (31). To create slices of random, a sorting method 
depending on image entropy was utilized to choose the 32 data 
slices for each subject. The remaining slices have been removed. 
The image entropy of each slice has been established.

VGG16 only permits input if it has exactly 3 channels because 
it was developed on RGB, or 3 channels, 224x224 3 images. In 
addition, the height & width of the image may not be less than 
48. Moreover, the images are resized to 200 x 3 which would be 
a good entry size for the template. 

Our balanced database of 4800 images is separated between 
learning and testing with an 80:20 split. For three-way and two-
way classes, the resulting learning and test sizes were compiled 
in Tables 2 and 3.

Classifi cation using transfer learning
The IFRCNN system, VGG16 pre-trained of the ImageNet da-

taset was utilized to the basic structure that cogitative MRI slices 
could be processed to recover the attribute scores specifi c to that 
specifi c MRI slice. For example, we used IFRCNN to develop 
the classifi cation method. Fully coupled base model levels need 

 
q−1   p−1  –k(x,y) = Σ  Σ  I(q,p) J (q−x, p−y)

 
q=0   p=0

− (S − 1) ≤ x ≤ q − 1, − (R − 1) ≤ y ≤ p − 1

f (i) = maximum (0, i)

f (i) = { i, i > 0

 
0.01i, otherwise

f (i) = {α
(ei − 1),

 i, i ≥ 0

 0.01i, otherwise

Classifi cation Male 
Count

Females 
Count Age Age in 

Average 
Range of 

MMSE value 
Average range 

of MMSE value
Image of AD 28 26 58.33–88.95 77.12 20 – 27 22.41
Image of CN 35 19 58.29–71.35 68.19 26 – 30 27.96
Image of MCI 31 22 58.42–84.61 63.51 26 – 30 27.22

Tab. 1. Demographic information.
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to be eliminated to be used for our classifi cation assignment on 
ImageNet, as the outputs of these levels are 1000 category values. 
The output of the fi nal convolution operation was compressed to a 
single size 18432 column vector after the later fully connected lay-
ers of the model were removed. New completely connected layers 
are generated after the previous model, the fi rst of which has 256 
neurons, the second of which has a ratio of 0.5 and is a dropout 
level, meaning that half of the neurons will always outcome 0, 
& the last of which was a softmax layer, the output is three class 
scores for The fi nal categorization model for three-way categori-
zation was shown in Figure 2.

There are over two classes, Softmax, an activation method that 
returns a score 0 & 1, is usually used. It is defi ned as:

 (5)

The calculation of losses by categorical transversal entropy 
was designed to develop the method. The effi ciency of a catego-
rization algorithm outcome was a likelihood score of 0 and 1 was 
measured by cross-entropy, commonly known as the logarithmic 
reduce function. An expected output deviates from the actual time, 
and cross-entropy reduces and increases. The binary cross-entropy 
loss was computed as follows if there are 2 types:

 (6)

RMSprop, for example, can be used to update the W variable, 
which corresponds to a neuron in the IFRCNN as follows:

 (7)

 (8)

Fig. 1. ILSVI VGG16 NN structure.

Label Size of data Trained Size of data Tested
0 (ADI) 1282 322
1 (CN) 1282 322
2(MCI) 1282 322
Total = 3846 966

Tab. 2. Three-part categorization.

Fig. 2. Overall structure of the Work.

   
eix

f (ix) = 
 ∑ k eiy

  

y = 0

L (j,p) = − (y logq + (1 − j) log(1 − q))

R = βR + (1 − β)dW2

 
dwW = W − α

 √r 
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Where,  , and α was the learning value.

Experimental results

The subsampling layer, also known as the grouping layer, 
can reduce the size of each feature map while keeping the most 
signifi cant feature maps. The pooling level in this case is a 2 x 2 
matrix. Fully connected layers to a VGG_16 with IFRCNN used 
as categorization layers and subsampling and convolution layers 
are used to represent characteristics.

(9)

Six assessment procedures were carried out in the fi rst sub-
experiment. 

In evaluating the six assessment methods in the fi rst sub-study, 
the period greatly strategy was chosen for the second sub-study. 
The second sub-experiment showed that the database would be 
the IFRCNN model. The results of the fi rst sub-study make it clear 
that among the segmentation techniques, Evaluation 3 has the best 
classifi cation performance. As a result, in the second sub-exper-
iment, two distinct datasets were examined using this segmenta-
tion technique. The fi rst database has 36 individuals in it. There 
were 1615 images after the 3D MRI movies were converted into 
2D images. 1292 of these images were chosen at random to teach 
the proposed model. In addition, the model was tested with 323 
images. In the second data set, 36 additional participants (ADI 9, 
NL 11, MCI 16,) are chosen. These 36 MRI methods were used 
to produce 1743 2D images.

A 3-channel categorization model was created using forma-
tion data of a size of 3840, in batches of 40, for 50 epochs. When 
the complete dataset has been transmitted back and forth over the 
neural network, an epoch is said to have been accomplished. In 
our situation, 1 period was completed in 96 stages. Each epoch 
stage updates the parameter values. Since accuracy was used as 
the primary evaluation measure, the designers defi ned the “mea-
surement for evaluation” option “accuracy” in the compilation 
phase. It is about 10 hours to train the categorization methodol-
ogy of the learning dataset and validate the testing data of time 
on NVIDIA Quadro K1200 GPU. The precision in Keras is cal-
culated as follows:

 (10)

While n represents the number of examples and Bx is a Bool-
ean variable for example x, yx

true  would be the real class label, 
and yx

predicted would be the correctly classifi ed identity. It should 
be determined as:

 (11)

On a learning algorithm of 2560 slices, 3 more independent 
algorithms were also trained to provide binary classifi cation be-
tween the 3 category AD versus CN vs MCI & AD vs MCI. The 
same algorithm and transfer functions were employed through-
out the 50-period formation of these systems. Designs for binary 
categories managed to achieve 99.22 %, 99.14 %, and 99.30 %, 
reliability of AD vs classifi cations. MCI vs CN, and AD vs CN 
correspondingly.

Confusion matrix
Confounding matrices are created to demonstrate four types of 

categorization performed on the verifi cation and test data set. The 
confusion matrices are described in Table 4. Using the confusion 
matrices presented in Table 4, they also calculated performance 
measures, including accuracy, recall, and F1 score, for further as-

 
dL0 ≤ β ≤ 1, dW = 

 
dW

Label Size of data Trained Size of data Tested
0 (AD and CN) 1282 322
1 (CN and MCI) 1282 322
Total 2564 644

Tab. 3. Binary categorization.

Predicted value
ADI CN MCI

Actual
Value

ADI 292 4 28
CN 0 320 12
MCI 0 2 321

a) Confusion matrix of all the three category
Predicted value

ADI CN
Actual
Value

ADI 318 5
CN 1 320

b) Confusion matrix of CN and ADI
Predicted value

ADI CN
Actual
Value

ADI 318 5
CN 0 322

c) Confusion matrix of MCI and ADI
CN MCI

Actual
Value

CN 319 4
MCI 3 320

Tab. 4. Confusion matrix.

Evaluation Sensitivity (%) Specifi city (%)
Evaluation 1 88 94
Evaluation 2 94 97
Evaluation 3 97 99
Evaluation 4 94 97
Evaluation 5 91 96
Evaluation 6 93 97

Tab. 5. Comparison of several image segmentation techniques.

Dataset No. of images Sensitivity (%) Specifi city (%)
Dataset 1 1618 97 99
Dataset 2 1744 94 99

Tab. 6. Comparison of the performance of two data sets.

f(i) = maximum(0,i)

  
n   x ∑ 
x = 1BAccuracy =

   
n

 0, yx
true ≠ yx

predictedBx = {
 

1, yx
true = yx

predicted
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Fig. 3. Performance measures based on accuracy A) three plots (B) ADI vs CN. (C) ADI vs MCI (D) CN vs MCI.

A B

C D

A B

C D

Fig. 4. Performance measures based on Loss function A) three plots (B) ADI vs CN. (C) ADI vs MCI (D) CN vs MCI.
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sessment of classifi cation techniques (Figs 3 and 4). These mea-
sures are computed as follows:

(12)

(13)

(14)

Where, for a particular classifi er, FN, FP, and TP, mean False 
Negative, False Positive, & True Positive, correspondingly. 

Confusion matrix of MCI and CN
The overall image does not provide the right classifi cation, 

based on the fi ndings from evaluations 1 and 2. The entire image is 
too complex compared to previous images and includes non-humid 
areas that are not related to ADI. These areas not covered by rain 
were removed from all images for which yield could be evaluated. 
Brain image characteristics were extracted using magnifi ed ROI 
ratings 3 and 4. Enlarged ROI delivers the greater results of the 6 
assessment techniques without fi nding edges. To emphasize the 
volume of the hippocampus, ventricles, and cortex, edges have 
to be detected. The canny edge identifi cation method, therefore, 
eliminates all the white matter and grey matter information from 
the brain image in the enlarged ROI, which substantially reduces 
effectiveness when recognizing the edges. There are 2 smaller 
experiences in the second experience. The effi ciency of various 
image segmentation techniques was assessed in the fi rst sub-ex-
periment. Table 5 provides examples of each assessment process’s 
specifi city and sensitivity.

Based on the selected restricted ROIs, evaluate items 5 and 
6. The results indicate that the limited ROI offers 89 % effi ciency 
without edge detection and approximately 92 % effi ciency with 
edge detection. Since it concentrates more on three important char-
acteristics than other segmentation techniques, the limited ROI 
should have the best accuracy, depending on the implementation 
assumptions. There was a confl ict in the assumption that the out-
comes were taken into consideration. Some major attributes are 
not included in the ROI, which is the fundamental drawback of the 
limited ROI. Two datasets were analyzed for the second subsample, 
and the results are presented in Table 6. The fi ndings from the dif-
ferent data sets are not all that different. There’s suffi cient proof to 
show that the CNN method is independent of the database. Thus, 
the CNN method maintains its objectivity towards the dataset.

Conclusions

The image was complex compared to the previous images 
and includes rainfall-free areas that are correlated to ADI. These 
areas not covered by rain were then removed from all images so 
that effi cacy could be assessed. The characteristics of the brain 
images were extracted using enlarged ROI evaluations 3 and 4. 
The ROI delivers the basic results to 6 assessment techniques with 

96 % specifi city and 98 % accuracy without fi nding an edge. In 
addition, the researchers suggested a transfer learning method to 
properly identify brain MRI sections in ADI, MCI & CN. Here 
they used a predefi ned VGG16 – IFRCNN system as a function 
representation for transfer learning. The researchers showed that 
VGG16 – IFRCNN was capable of identifying benefi cial catego-
rization challenges, even though it was instructed in relatively 
general images of the ImageNet dataset. As a basic model for 
classifi er creation in future research, researchers are expected to 
test different neural systems of the residual network, Inception 
network, and the latest networks.
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